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Probably the one “new” mathematical topic that is most responsible for modernizing courses in college algebra and precalculus over the last few years is the idea of fitting a function to a set of data in the sense of a least squares fit.  Whether it be simple linear regression or nonlinear regression, this topic opens the door to applying the mathematical ideas about lines, as well as curves (from families of exponential, power, logarithmic, polynomial, sinusoidal, and logistic functions) to situations from all walks of life.  From an instructor’s perspective, these applications provide additional ways to reinforce the key properties of each family of functions. From the students’ point of view, they see how the mathematics being learned has direct application in modeling a very wide variety of situations.  Moreover, these methods are precisely the same mathematical ideas that the students encounter in all of their quantitative courses, so the mathematics becomes much better linked to the other disciplines.  Fortunately, these capabilities are built into all graphing calculators and spreadsheets such as Excel, so it becomes very simple to incorporate the methods into courses at this level.


However, many mathematicians naturally feel uncomfortable with simply introducing these techniques into their courses just because the available technology has the capability.  In their minds, the techniques become equivalent to the students using the technology blindly without any mathematical understanding of what is happening.  The standard derivations of the formulas for the coefficients a and b in the regression equation  y = ax + b use optimization methods from multivariable calculus and so are totally inaccessible to the students at this level.  In this article, we develop an algebra-based derivation of the regression equations that simultaneously reinforces other concepts that one would treat in college algebra and precalculus.  

The “least squares” criterion used to create the regression line  y = ax + b that fits a set of data points  (x1, y1), (x2, y2), ..., (xn yn) is that the sum of the squares of the vertical distances from the points to the line be minimum. See Figure 1.  This means that we need to find those values of a and SEQ Figure \* ARABIC \r 1 b for which 
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S = 
is minimum.  To simplify the notation somewhat, we omit the indices in the summation. Expanding the expression inside the summation, we get

S = ADVANCE \d 9
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We now rewrite this expression by “distributing” the summation and taking the sum of each of the terms inside the square bracket to get

S =
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ADVANCE \d 8

ADVANCE \u 8.

Since a and b do not depend on the index of summation i, we can factor them out of each summation to get

S =
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Also, the last summation is just nb2 and so

S =
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(1)

Once the xi and yi values are given in the data points, all of the summations are just sums of known numbers and so are constant.


Notice that Equation (1) has a multiple of a2, two multiples of a, and the remaining terms do not involve a.  That is, we can rewrite Equation (1) as

S =
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Therefore, we can think of S as a quadratic function in a.  


We now use the fact that the vertex of any parabola Y = AX2 + BX + C occurs at X = -B/2A.  (We use capital letters here because a, b, x, and y have different meanings in the present context.)  The coefficient of a2 in the above expression for S is the sum of the squares of the x’s, so it is a positive leading coefficient and so the corresponding parabola with S as a quadratic function of a opens upward.  It therefore achieves its minimum at the vertex where
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We multiply both sides by xi2 to get


[image: image9.wmf]2

iiii

axxybx

=-

ååå


or equivalently,
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(2)

Notice that this is a linear equation in the two unknowns a and b.


Now look again at Equation (1) for S.  We can also think of it as a quadratic function of b and perform a similar analysis.  When we re-arrange the terms, we get
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The leading coefficient, n, in this quadratic function of b is positive, so this parabola also opens upward and its minimum occurs at its vertex, where
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Cross-multiplying, we get 
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which is equivalent to
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(3)

This is another linear equation in a and b.  The two linear equations (2) and (3) are sometimes called the normal equations in statistics texts.  Their solution
ADVANCE \d 6
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gives the coefficients in the equation of the regression line and this is the routine that is built into all calculators and software packages that produce the regression line for any set of data.  

We next investigate the conditions under which the solutions for a and b are not defined.  For simplicity, consider n = 3 points at x = x1,  x2, and x3.  We can rewrite the denominator in the equations for a and b (which is the same as the expression for the determinant of the coefficient matrix of the system of linear equations (2) and (3)) as
3(x1 2 + x2 2 + x3 2)  - (x1 + x2 + x3)2.

There is no solution when this quantity is zero.  We expand to obtain

3 x1 2 + 3 x2 2 + 3 x3 2  - x1 2 - x2 2 - x3 2  - 2 x1 x2  - 2 x1 x3  - 2 x2 x3 = 0

or

2 x1 2 + 2 x2 2 + 2 x3 2  - 2 x1 x2  - 2 x1 x3  - 2 x2 x3 = 0.
Collecting the terms, we have

(x1 2 - 2 x1 x2 + x2 2) +  (x1 2 - 2 x1 x3 + x3 2) +  (x2 2 - 2 x2 x3 + x3 2) = 0

or

(x1  - x2)2 +  (x1  - x3)2 + (x2  - x3)2 = 0.

However, the only way that the sum of these three non-negative terms can be zero is if each one is zero, so that

x1 = x2,   x1 = x3, and x2 = x3,
which means that all three must be equal: x1 = x2 = x3.  That is, all three points must lie on a vertical line.  (Of course, if all three y-values are also equal, then there will be infinitely many solutions.)


The same condition clearly applies for any value of n > 2.


We next illustrate the use of the normal equations in the following example.  

Example Find the equation of the regression line that fits the points (0, 4), (1, 7), (2, 9), (3, 12), and (5, 18) by solving the normal equations.

Solution We begin with the scatterplot of the data, as shown in Figure 2.  We calculate the various sums needed in the above two equations by completing the entries in the following table.  

	x
	y
	x2
	xy

	0
	4
	0
	0

	1
	7
	1
	7

	2
	9
	4
	18

	3
	12
	9
	36

	5
	18
	25
	90
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The coefficients a and b are the solutions of the normal equations (2) and (3)
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We substitute the values for the various sums and use the fact that n = 5 to get the system of equations

39a + 11b = 151

11a + 5b = 50.

The solution is

a = 2.77027027   and    b = 3.90540541

and so the equation of the regression line is y = 2.77027027x +  3.90540541.  This line is shown superimposed over the data points in Figure 2.  You can check that the regression features of your calculator or a software package such as Excel give the same results.


Finally, we note that the method used by calculators and spreadsheets to fit exponential, logarithmic, and power functions is based on a modification of the above ideas.  In particular, fitting an exponential function to (x, y) data uses the principal that if y is an exponential function of x, then log y is a linear function of x.  Consequently, the programs used will fit a linear function to the transformed (x, log y) data and then undo the transformation with the inverse function.  (The result is the best fit for log y versus x; it is not necessarily the best fit for y versus x, which would be based on applying the least squares criterion directly, as is done with some mathematical software packages such as Derive, Maple, and Mathematica.)  However, because of the transformation, the programs will not accept any data in which y is zero or negative – the logarithm is not defined and you get a domain error.


In a similar way, fitting a logarithmic function to data is done on the calculators and spreadsheets by transforming the (x, y) data into (log x, y) values, fitting a linear function to the transformed data, and then undoing the transformation using the inverse function.  Both of these processes are called semi-log plots.


Fitting a power function to data on a calculator or spreadsheet involves transforming the original (x, y) data into (log x, log y) data (known as a log-log plot), fitting a linear function to the transformed data, and then undoing the transformation using the inverse function.  Clearly, this cannot be done if either x or y is non-positive.


There are other complications that can easily arise, particularly with fitting power functions to data, but we will not go into any of them here.  A discussion of some of these issues can be found in [1].
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