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The reform of the calculus curriculum is well under way with changes in emphasis that reflect geometric and numerical ideas in addition to symbolic manipulations.  There is also a much greater emphasis on realistic applications, the use of technology, and student projects.  The next step is to extend these ideas to the courses that prepare students for calculus and to those that follow calculus.  In this article, the author describes experiences implementing comparable approaches in Calculus III based on the CCH text, Multivariable Calculus, [3].

  ADVANCE \u 7  

In first year calculus, the Rule of Three suggests that students become familiar with, and can move back and forth, between graphical, symbolic and numerical representations of functions.  In multivariable calculus, however, things become more complicated: numerical means large, two-dimensional tables and graphical means both surface plots and contour diagrams.  Nevertheless, students must be able to move between the different representations for a function with ease, and to use this facility to build solid conceptual understanding of the concepts and the methods of calculus.

  ADVANCE \u 7
[image: image1.wmf]The difference between a traditional calculus course and a "reform" course became dramatically clear to me during a recent visit to one of the most highly selective schools in the country.  I expected to see a significant difference between my calculus students at a two year college and those at this highly prestigious institution. But I was not prepared for the actuality, particularly in a Calculus III class.  Both my own class and the one I visited were roughly at the same point -- the introduction of higher order partial derivatives. In one group, almost the entire class period was devoted to differentiating a handful of rather routine expressions, such as   ADVANCE \u 7
  ADVANCE \u 7 that would never occur in real life, with repeated reminders of how to use the chain rule from Calculus I.  In my own class at a two year college, the entire period was devoted to the students, asking repeatedly and pointedly, that I explain to them what  fxy tells them about the shape of a surface; the significance of  fxx  and  fyy  were clear to them, but what does the mixed partial mean in terms of the behavior of the function?  While not an especially important mathematical point, it was one that these students were not willing to pass on until they fully understood it!

  ADVANCE \u 7
I also had assigned routine differentiation problems similar to the one above to reinforce the mechanics and tested my students on them. But my emphasis in the reform course is on much more than merely performing the routine mechanics -- and that is reflected in what my students come to find important. On paper, my own students are far weaker academically than the students at the prestigious school I visited. The difference is that in my reform course, I challenged the students intellectually and they responded in kind; in the traditional course, the instructor’s stress was on mechanics and his students also reacted in kind. 

  ADVANCE \u 7
In a different Calculus III class, while introducing the idea of the second derivative test for maxima and minima based on the discriminant


D(x,y) = fxx fyy  -  fx y2, 

one of the students threw the following question at me: “Does the size of D tell you anything about how sharply the surface is bending?”  While I stood there pondering this question I had never thought of before, another student responded with: “This about it this way.  When D is positive, you have a parabolic bowl opening upward.  When D is negative, you have a saddle shape.”  Then, with accompanying hand motions that transformed the bowl into the saddle, he continued, “So, as D goes from positive through zero to negative, the surface changes from bending up to flat to a saddle bending down.  So, it makes sense that the more positive D is, the more the surface bends.”  Now, there are some pathological exceptions to this explanation, but these are my calculus students, not differential topologists!


The Use of Technology ADVANCE \d 4
As part of each of my courses,  I assign the students a series of individualized projects often based on their social security numbers  (See [2]).  Each student is required to submit a formal written report describing the results of his/her investigations on each project. In Calculus III,  I ask them to perform is a complete max-min analysis on their social security polynomial, which is produced by using the digits of their social security number as the coefficients of a cubic polynomial in x and y.  For instance, if the number is 123-45-6789, then the associated function might be


f(x,y) = x3 - 2x2y + 3xy2 - 4y3 + 5x2 - 6xy + 7y2 - 8x + 9y.

Typically (based on experiences over several semesters with different classes), such a polynomial will have at least one saddle point and one maximum or minimum point; there may be more than that.  The catch is that, unless a student is spectacularly unlucky, he or she is unable to solve the resulting pair of equations for the critical points in closed form algebraically.  Instead, it is essential to use a variety of technology tools to gain an understanding of the general behavior of the function, then to approximate the roots of the partial derivatives to a reasonably high degree of accuracy, and finally to test each of the roots using the second derivative test to verify the observed behavior.  To accomplish this, I give each student a disk containing a variety of software tools for performing the analysis.

  ADVANCE \u 7
For instance, students usually start with a surface plot of the function using the MPP3D plotting routine for surfaces developed at the U.S. Naval Academy [4].  After rotating the resulting surface sufficiently, they usually come to some general conclusions about the presence of maximum or minimum points or saddle points, but soon realize that they can [image: image2.wmf]

achieve almost no accuracy in their conclusions, or that they may likely miss some of the behavior.  They then typically switch to the MPP routine that generates contour maps for any function.  For instance, consider the typical image shown in Figure 1 that clearly displays the presence of a saddle point and a minimum (if you coordinate the contours with their values). 

  ADVANCE \u 7
Based on this display for z-contours between -20 and 20, it appears that the function has a saddle point near (1.5,2) and either a maximum or a minimum somewhere near (0.5,-0.1 ). The associated color coding on-screen suggests that this optimum is actually a minimum. (Of course, one would have to zoom out on the z-values to convince oneself that there do not seem to be any other critical points within this region or in somewhat larger regions.)  

 ADVANCE \u 7
The problem still remains to locate these two points are more accurately.  Two effective numerical approaches to zooming in on these points are the gradient search method and the Newton-Raphson method for two variables.  More importantly, both methods provide additional insight into key ideas in multivariable calculus.

  ADVANCE \u 7
The gradient search method is based on the following idea.  At any given point, the gradient vector points in the direction of greatest increase in the function.  Ideally, if one wants to reach the peak as rapidly as possible, one should take an infinitesimal step in the direction of the gradient, and then recalculate the gradient to proceed in the new best direction, and so on.  Although very effective as a computational procedure, this does leave the students in a totally passive mode.  Instead, we suggest a modification of the method as follows: Starting at an initial point, move in the direction of the gradient so long as the function increases in that direction; once it no longer increases, recalculate the gradient at that new point.  To do this, suppose the gradient at the initial point (x0, yo) is grad f =  αi +  βj.  If we move a distance t in this direction, then we get to the point (x0 + α t, yo + β t).  Thus, if we graph


z  =  f (x, y) = f (x0 + α t, yo + β t) = f (t)

as a function of the single variable t, we can visually estimate the value of the parameter t where the height no longer increases and so obtain the coordinates of the next initial point  (x1, y1).  This process thus produces a series of line segments in the x-y plane that usually converge quite rapidly to the point where the function achieves its maximum.  In order to implement the approach computationally, I provide the students with a program in BASIC that displays the actual line segments to convey the convergence of the process, as well as a numerical table showing the successive iterates.

  ADVANCE \u 7
The problem with the gradient search method is that it only locates the points where the function achieves its maximum.  To locate points where the function achieves its minimum, we need merely consider - f (x, y).  However, the method does not locate saddle points for the function.  To determine where the saddle points are located, it is necessary to use a different numerical algorithm such as the Newton-Raphson method.  Suppose we seek to locate points where 


f x (x, y)  =  f y (x, y) = 0

or more generally, where


F (x, y) = G (x, y) = 0

for any two functions F and G.  We can visualize this in several ways.  First, we can think of the two equations as representing the 0-contours of the two functions, respectively, and so seek to find all points of intersection of the two curves.  Alternatively, we can think of the two functions as representing a pair of surfaces in space and so seek to determine all points where the curve of intersection of the surfaces crosses the x-y plane.

 ADVANCE \u 7
Suppose then that we have an initial point (x0, yo).  Consider the local linearization of  both functions (the corresponding tangent planes at the initial point), 


F (x, y)  ≈  F (x0, y0)  +  Fx (x0, y0) (x - x0)   +  Fy (x0, y0) (y- y0)  




=  F (x0, y0)  +  Fx (x0, y0) Δx  +  Fy (x0, y0) Δy  


G (x, y)  ≈  G (x0, y0)  +  Gx (x0, y0) (x - x0)   +  Gy (x0, y0) (y- y0) 



=  G (x0, y0)  +  Gx (x0, y0) Δx  +  Gy (x0, y0) Δy .

[image: image3.wmf]
Figure 2
For the right choice of Δx and Δy, we would move from the initial point  (x0, yo) directly to the desired point of intersection (a, b) of the two contours.   If the initial point is close to the point of intersection, then the corresponding 0-contours of the two tangent planes should intersect at a point close to (a, b) or equivalently, the line of intersection of the two tangent planes should cross the x-y plane close to (a, b).  Thus, we set the two equations above to zero and solve the resulting system of linear equations


 Fx (x0, y0) Δx  +  Fy (x0, y0) Δy   =  - F (x0, y0)  


Gx (x0, y0) Δx  +  Gy (x0, y0) Δy  =  - G (x0, y0) .

for Δx and Δy.  This allow us to move to a  point  (x1, y1)  =  (x0 + Δx, yo + Δy) which usually is considerably closer to the point of intersection.  The resulting sequence has the property that, if it converges,  it converges quadratically to a root of the original system.

  ADVANCE \u 7
One of the other software tools that I provide to my students is a graphical implementation of this method that draws the two 0-contours for  fx and  fy and displays the successive points generated by the algorithm to demonstrate visually the convergence of the method (or divergence in some cases), as well as an accompanying numerical table of successive iterates.

  ADVANCE \u 7
With these software tools, the project becomes an extremely useful learning experience.  The students tend to become possessive about their own function.  Although they can, and usually do, work together, each student still must study his or her own function independently.  Mathematically, they must come to grips with the two different geometric representations of a function of two variables and see how to relate them to one another.  They gain a much deeper insight into the possible behavior patterns of functions of two variables.  In the process, they gain a deeper understanding of questions of scale as they zoom in or out on either representation.  They begin to see a more realistic level of mathematics where they cannot fall back on purely algebraic methods (as is the case with problems that are carefully crafted so that the two partial derivatives factor).  They often face the necessity of having to concern themselves with the choice of initial point, since either of the numerical methods can diverge or eventually converge to a different point, even for a starting value quite close to the desired point.  As they write up their reports, they have to integrate all the “textbook” facts they know about the optimization process and relate them to the actual results, both graphical and numerical, that they obtained.  Finally, they are developing their writing and communication skills, which are critical to them in their careers.
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